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ASTRACT

The importance of Saudi Arabia as a large producer of oil can not be ignored.
In the Seventies, OPEC determined the price of Abrabian Light as a reference
and the members of OPEC set the price of their oil, selling as much as they
wanted, while Saudi Arabia was able to maintain its role as the residual
supplier and acted as the swing producer adjusting its output to stabilise the
price of oil. However, the expansion of non-OPEC supply and other factors
influencing the world oil market in the Eighties led Saudi Arabia to adopt the
role of market sharing producer. Two models are tested using cointegration
tests (Johansen procedures) and appropriate time series of oil price and
product data are used. Each time series is tested for stationarity and

seasonality,







1 INFTRODUCTION

The importance of Saudi Arabia as a large producer of oil can not be ignored
and Adelman (1982) Mabro (1975, 1991) Stevens (1982)(1992) have drawn
attention fo its role. Stevens (1996, has stated his view that Saudi Arabia
was acting as a swing producer for the period 1975-1986, when it changed its
output in order to influence the price of oil. Mabro applied the dominant
producer theory to the oil market with Saudi Arabia acting as the Stackelberg
price leader. In the Seventies, OPEC determined the price of Arabian Light as
a reference and the members of OPEC set the price of their oil, selling as
much as they wanted, while Saudi Arabia was able to maintain its role as the
residual supplier because of its lower absorptive capacity. However, the
expansion of non-OPEC supply in the Fighties caused the demand for OPEC
oil to decline, and when the demand became less than the aggregate volume
which could be produced excess capacity increased, causing difficulties in
maintaining prices. In 1982 the organisation started allocating output under a

quota system.

Cremer and Saleli-Isfahani (1991) in their review of world oil market
models, analysed the role of Saudi Arabia as the dominant firm. Saudi Arabia
has significant market power in the short run; but in the long run, the
influence of its production is small because the world demand and supply of
the fringe are more elastic. The elasticity of demand facing Saudi Arabia
should be very small to bring about a significant effect. This depends on its
share of the market and the elasticity of world demand and the supply of the
competitive fringe (world - Saudi Arabia). Saudi’s share of the world ofl
market ranged from a high of 17.5% in 1981 to 2 low of 6 % in 1985 and its
share of OPEC from a high of 44.2% in 1980 to a low of 20.9% in 1985.




A review of Saudi Arabia’s oil policy in different periods indicates that,
as amajor player of OPEC between 1973 and 1978 Saudi Arabia supported
the organisation, but, nonetheless did not want the price of oil to tise high
enough to cause any damage to the world oil market. During the period
1978-1981 Saudi Arabia increased its cutput to the maximumn sustainable
capacity, to prevent any price increase as a result of economic and political
factors and to avoid further shocks to the world oif market. It was in its own
interest in the long run to keep prices stable. From 1982-1985 Saudi Arabia
continued to act as a Swing producer to maintain OPEC price levels,
producing below its capacity for four years. By 1985, after a long and costly
period of production cutbacks, resulting in the need for short-term revenue,
Saudi Arabia abandoned the swing producer position and requested other

producers (OPEC or non-OPEC) to co-operate with it.

However, following the price collapse in 1986, the oil market has
changed from what it was during the time of administered prices (1973-
1985) to the time of market-related prices (1987-present). This is the
result of many major structural changes in the world oil market. We can
sumtmarise such changes as follows: first, oil’s share in the world energy
mix declined from 55% in 1974 to 41% in 1995 The relationship
between economic growth and oil/ energy use weakened and in 1982-1985
the relation was even negative on the demand side, as a result of either
efficiency gains or energy consumption regulation.  Today, the
industrialised world uses 40% less oil to generate the same unit of real

GNP that they produced two decades ago.



On the supply side major changes were underway as well. While
OPEC’s production constituted more than 54 % of the world oil supply in
1973, it decreased to 30 % in 1986 and recovered to 41 % in 1994, The
share of the world’s oil production supplied by Saudi Arabia, the largest
producer of oil, reached a high of more than 17% in 1981 to decline to 6%
in 1986 and accounted for an average of 13.5 % in 1996. Production
from new areas such as Alaska, the North Sea and new formations in Latin
America and Africa increased the non-OPEC supply dramatically, from
25 MMBD in January 1974 to 35.9 MMBD in January 19953

Financial development, world wide telecommunications and
technological advancement since the early Eighties have overtaken the oil
market. Today, the paper oil market, whether forward, futures, options or
derivatives, along with its speculative aspects, influences the oil market

as much as oil companies or OPEC conferences,

Saudi Arabia as an oil producer has been facing the challenge of
responding to world oil market realities. It has done this since 1987 by
making oil prices market oriented, using formula prices with a factor
adjustable to the prices of other leading oil indicators. It is trying to follow
a market share model where the objective of its policy #s to maintain a
market share. Thus since 1987 Saudi Arabia has acted as 2 large
producer who is concerned with output. According to Lambertini (1996)
the demand function can affect fioms® ability to collude.  The cartel
stability can continue only if they act as quantity setters rather than price
setters. According to Lambertini (1996), “As the number of firms tends to
infinity, Cournot behaviour is preferable to Bertrand behaviour in order to

stabilise collusion”.




We can say that during the first period Saudi Arabia followed a
swing producer strategy, adjusting output so as to stabilise price. After
1986, it abandoned the role of swing producer and adopted instead a role

of market sharing producer.

2 THE SWING PRODUCER MODEL (1975-1986)

As we have shown, Saudi Arabia can adjust its production to changes in
world oil demand, non-OPEC production and other OPEC members'
production. The fringe members would adjust their market share according to
their marginal costs; including the vser cost while Saudi Arabia's market share
would fall when the demand for OPEC decreased and would rise with

increasing demand. Assuming that Saudi Arabia is the residual supplier:
Qf'::Q:y—(szﬂ“Qfo). 1

where QV is world demand, Q¥ is the ron-OPEC supply and Q% is other
members of production. Saudi Arabia can be considered in the swing
producer model as the price maker in the oil market, and other members of
OPEC and non-OPEC suppliers, the competitive fringe. Being the residual
supplier, Saudi Arabia is the Stackelberg leader that maximises its profit by
choosing an optimal production path, taking into consideration the reaction of

the fringe to its policies, the competitive fringe takes prices as given,

Under the swing producer model, Saudi Arabian objectives include a

stable oil price in order:

1. To keep oil competitive over the long term since Saudi Arabia has a high
reserve/output ratio.



2. To keep its share in the market as a low cost producer.

3. To maintain the initiative in OPEC pricing decisions and assert its power
in the market.

Sandi Arabian policies to achieve these objectives are :

1. Resisting attempts by other producers to raise the price, 1975, 1977, 1979
and beyond.

2. Selling at official set prices and using volume control to ascertain such
periods.

3. Increasing output to keep spot prices lower (1977 and 1979-1981) and
reducing it to maintain stable oil prices (1975, 1982-1985).

4. Mamtaining its market share at reasonable levels despite an increase in
non-OPEC production (1994-1997).

This model seems to fit the behaviour of Saudi Arabia at various times in
the history of the oil market. During 1975-1982 it varied its production to
achieve its price objectives and to fill the gap of supply shortfalls resulting
from the Fanian revolution and the Iran-Iraq war. Between 1982 and 1985
Saudi Arabia officially undertook the swing producer role when it agreed with
the OPEC quota system to vary its production in order to balance the market.
Although that role was only one episode and Saudi Arabia did not take a
quota, it continued swinging its production in 1975, 1978, 1979 and 1981, In
the 1987-1997 period, Saudi Arabia abandoned the Swing producer role and
insisted on protecting its market share (AbdelAziz Al-Sand 1997). Some
believe, like the former Saudi Minister of Petroleum, that it is still performing
the swing producer role, During my inferview in December 1996 with ex-
Petrolewm Minister, Zaki Yamani, he told me that he believed Saudi Arabia to
be a swing producer by definition. He said that not only did it exercise the
swing role in the 1982-1985 period but even prior to that, and continues until

today. The 1975 downward production swing and the 1979-1981 and 1990-




1991 periods of upward production swing are examples. And today, he said,
Saudi Arabia swings its production by keeping it constant while others in
OPEC increase theirs.

Saudi Arabia objects to any increase in oil price, explained Yamani,
because “Qil prices should not be raised in a way which would reduce
demand for oil and as a consequence weaken the OPEC position.” This
agrees with the idea that Saudi Arabia was trying to keep the oil prices
stable.

Therefore, Saudi Arabia can be described during the period 1975-1986
as a member of a cartel that exercised its power by assigning a price and
producing the quantity necessary to maintain that price so as to satisfy its
objective of keeping the oil price at a stable level. Accordingly it can also be
described as a price leader who sets the price which others take as given.
The price leadership model is solved as follows: Saudi Arabia Q™ is a price
leader with other OPEC members Q¥ and the non-OPEC supplier
constituting the competitive fringe Q™. The oil market is assumed to be
composed of Saudi Arabia as a price-setting leader and a competitive fringe

which is composed of the other members of OPEC and non-OPEC producers.

In this study, to test for the Swing producer Model the relation
between Saudi production and the production of other OPEC members
was used to maintain the price level. When the difference between the
official price(P®*) and the market price(P*) increased Saudi Arabia would
increase or decrease its production to lower the gap between the official
oil price in either direction. Therefore, if the production of others
increased Saudi Arabia’s production would decrease and the converse was

usually true,



However, the main objective for swinging its production was to
influence the OPEC official price of oil which was used by Saudi Arabia
to sell its oil while other members of OPEC were more influenced by spot
oil prices. Saudi Arabia increased its production to stabilise the price of
oil at times when there was a shortage reselting in an increase in price. It
would increase its output to offset the influence of the shortage of oil
supply, as happened during the Iranian revolution and the Iran/frag war.
However when there was pressure on the price of oil to decline to a level
that would affect the Saudi economy, Saudi Arabia tried to keep higher oil
prices by decreasing its output level. Such was the case in the early
Eighties. Therefore, the difference between spot oil prices PM and the
official OPEC oil prices P5* (Saudi selling prices), should be included in
the equation for the period 1975-1985.

For that period Saudi Arabia was concerned about price stability.
Since OPEC used a price setting strategy, and Saudi Arabia followed that
price (the price of the marker Arabian Light APT 34%). Saudi Arabia did
not just defend that price, it manipulated its production in order to
minimise the difference between the official price P’ and the market price
P¥  However, it was not concerned about the absolute valye, it was

concerned about the proportionate difference

For the period 1975-1986, the objective function of Saudi Arabia
in the world oil market was to minimise the difference between the spot
price P and the official price of OPEC or Saudi Arabia (the price of the
Marker API 34° ) P®*. Thus, the objective function




S4

(}; M] =1 keeping the difference between both prices equal to
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This function is under several constraints

1- The production capacity of (C) Saudi Arabia which was 2.2 MMBD
£C<10.5 MMBD

2- The OPEC supply should constitute at least 40% of the market for
Saudi Arabia to work as swing producer.

3. Ol share from consumption should be at least 50% of total world
energy.

84
If the demand is high for OPEC oil (%;] <1 Saudi Arabia would
increase its output.
PSA
If demand is low for OPEC oil [“}’;I?} >1 Saundi Arabia would decrease

r

its output.

84
Using the notation 7% = (%‘7] the function will be

3

Q" = Hi(BY) 2

However, Saudi Arabia is a member of OPEC, so its production is

also a proportion of total OPEC production.
OF = £(Q7)

O = (07 + OF)



Thus, by substifuting the values of Saudi and OPEC production and

combining with equation 2, we can arrive at the following equation
c=EQ, MY 3

It is reasonable to assume that Q™ is a function of the price level as well
as other factors {using the above models) such as the size of the reserve
and the extraction cost. However, according to other oil market theories '
Saudi Arabia’s production output was also influenced by factors such as
the level of its financial needs. In the absence of reliable data on the
exfraction cost and reserves, one Is forced to disregard their effects,
Therefore, we can say that Saudi output is a function of production of

other countries and of the ratio of official and spot oil prices.
3 MARKET-SHARING MODEL (1987-1996)

Since 1987 and in the absence of a binding agreement to restrict output,
Saudi Arabia and other members of OPEC have been involved in a
repeated game between quantify-setting producers, with Saudi Arabia
acting as a Stackelberg leader and others as followers. Saudi Arabia wants
t0 operate at the point on the other producers’ reaction curve where it has the
output that yields the largest possible profits. In 1982, OPEC adopted
output rationing, but did not abandon price fixing. However by 1987, Saudi
Arabia had led the other members of OPEC to determine output without
specifying a fixed price. According to Minister Hisham Nazer (1997) within
OPEC Saudi Arabia assigns a quantity of production and other members of
OPEC take it as given. This suggests that Saudi Arabia acts as Stackelberg
leader. The model is actually a two-stage model in which Saudi Arabia gets
to move first, before other producers can choose their own optimal level of

‘ output, Given Saudi Arabia’s output, the rest of the OPEC producers want




to maximise their profit, [Price(Q™ + Q%) Q¥*C . Cost . According to
the Stackelberg leadership model, Saudi Arabia wants to determine its level

of output in anticipation of the response of the other members.

The objective function of Saudi Arabia the period 1987-1996, with price
no longer set up by OPEC, and given the factors discussed above is fo
determine the output level that maximises its revepue. Therefore, the

equation for testing for the period 1987-1996 is as follows:
Q% = (@, PM) 4

This model was tested by Griffin (1985), Dahl and Yucel (1991}, Al-
Turki (1994), Al-Yousef (1994), Griffin and Neilson (1994), and Gulen
{1996).

Figure 1: Saudi Selling and Market Oil Price (1976.3-1994.12)

Real Saudi Pricg -evreeer Real Market Frice




4 OIL FRICES DATA

There are two important issues {o be considered in the selection of crude oil
price series. First, crude oil is classified into various types and qualities on
the basis of its specific gravity. Consequently, there are as many prices as
there are types of crude. Associated with this is the fact that there are
different price series according to quantity, location and length of contract for
each type of crude oif.  The first time series is the Saudi selling price. Saudi
Arabia used the OPEC reference price for its crude during the period from
1974 to July 1985 and I will use the QPEC official price of the Marker
(Arabian Light 34%) as the Saudi price P, throughout the period, while for
market price, I will use the Arabian Light spot prices, which started to be
reported in March 1976.

For the period August 1985 to December 1986, Saudi Arabia used the
netback price (see Table 1). The netback price of Arabian Light will be
obtained from. The international Crude Oil and Product Prices. For the
period Janoary 1987 to July 1987 Saudi Arabia reverted to the official
selling price, so we will be using the official selling price of Arabian Light.
Starting from August 1987, the prices are pegged to Brent (Europe), WTI
(North America) and Dubai/Oman for the Far East. The simple average price
of Arabian Light 34° derived from these formulas will be used from Platts

assessment. The zource of the price data is the OPEC Secretariat.
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Table 1; Crude Qil Prices Data For the Swing Producer Model

Pertod

Saudi Arabia Seiling Ol Price
@™

Market Qil Price (B%)

Jan. 1974 - Jul. 1983

Official Price of OPEC Arabian
Light AP 34°

S%Ot Price Arabian Light APl
34

Crude oil netback values Basis NW
Europe/ARA port of Shipment

Crude oif netback values Basis
NW  Burope/ARA  port  of
Shipment

For the period 1974-1985, the Arabian Light spot price was the market
price used {see Table 2). For the period August 1985 to June 1987 Saudi

Arabia was using netback pricing, so there was no difference between the

selling price and the market price.

Table 2: Crude Oil Production Data.

Period

Production Data

Jan. 1974 -~ Feb, 1982

Direct Commutnication,

March 1982-Dec. 1996

production data

Average of the six agencies that report oil

12




Figure 2. Saudi Arabia's Crude Oil Production as Reported by QPEC
and fhe Six Agencies
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5 PRODUCTION DATA

For production there is the problem of using different production series when
the reporting of production differs from one source to another (see Figure 2),
Thus, for the period 1975-March 1982, with OPEC members reporting to
OPEC on the production with no concern over quotas, direct communication
to OPEC can be relied op. In the period from March 1982, the use of quotas
led to different methods of reporting by OPEC members. This was because
some countries were exceeding their quotas by manipulating the
production/domestic consumption system to report lower numbers. In recent

years the OPEC secretariat and the ministerial meetings relied more on

13




production data from six sources (PIW, Petroleum Argus Reuters, Platt’s
Qilgram Price Report, IEA, CGES), taking a simple average of the estimation
of those sources of OPEC members actual production (Figure 3). We will
rely on this data for that period.

Figure 3; Saudi Arabia and Other Members of OPEC's Monthly Qi
Production (Thousands Barrel per Day).
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6 VARIABLES OF THE STUDY

The variables of the study are Saudi Arabia’s monthly crude oil production Q™
other OPEC members® production Q% the Saudi selling price P** , and the
market oil price PM. The period of the study witnessed changes in the world oil
market in terms of oil supply interruptions as well as structural changes which
have affected the production profiles. The oil market can be divided into
different sub-periods with dummy variables used to indicate sub-periods along

the lines discussed in chapter 4. We divide the data into two periods:
D=1 for 197811-1982.02, 1990.8-19912
D=0, for 19763 -1978.10, 1982.03-1990.7, 19913-19958,

The dummy variables are designed to account for the upset of unexpected
political events on the oil market. The Iranian revolution occurred in Qctober of
1978. The Iranian oil supply interruption was followed by a substantial increase
in spot oif prices.  Also, the start of the Traq/Iran War in October 1980 caused
a sharp increase in oil spot prices. By March 1982, the influence of such evenis
was diminished. In August 1990, Kuwait was invaded by Iraq leading to the Gulf
war in January 1991 which continued untif the end of February 1991,
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7 DESCRIPTIVE STATISTICS

Tables 3 and 4 show descriptive statistics of Saudi oil production, production

of other members of OPEC and market oil prices, Table 3, covers the period
from 1976.3 to0 1986.12 and Table 4 covers the period 1987.1 to 1997.5.

Table 3; Descriptive Statistics for the Variables of the Study for the Period

1976.3 to 1986.12
Mean s Mingnem Maximum
Saudi production 725430 2421.5 2340.0 105333
Other members 161470 4435.1 10408.7 249783
Nominal Saudi Seiling Price 2273 08.76 08.99 34.00
Nomisal Market Price 24.44 09.53 08.99 4131
Difference 01,71 04.86 -26.00 -3.53

Table 4: Descriptive Statistics for the Variables of the Study for the period

1987.1 t0 1997.5
Mean 5D Minimum Maximum
Saudi production 7032.3 l 16260 3271.50 8664.2
Qther membeszs of OPEC 15943.93 164836 11327.50 19014.50
Price 17.36 3.63 11.92 34.56
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8 TESTING THE PROPERTIES OF THE TIME SERIES

The three time series to be considered here are; the log of the monthly crude oil
production for Saudi Arabia G, log of the production for other members of
OPEC Q%°, and log of the market price PM: observed from 1974-1997.

Table 5; Estimation Results from the Repression

Ay =81y 81D, ¢+03D5 584D +35 D5 +86 006, + 89D s+85Dg +80Dg +510D 0,6
+811 D013 s +052D4z2,s where Dy (s= 1,2,3..12) are Seasonal Dummies.

Sample |R? |5 G, 18 18, |85 |8 |8y By |8 |Byg | By |8m

Q™ 17697 013 |-07 100 1-04 3,01 |6351.031.03]/01{01[.04 |08 {01

76-86 016 |-06 [0 {-04 {00 | 05([.04}.03)]03:00).05 | 0% |-00

87-97 018 |-06 .00 i-02 {01 .60 |01 ] 0F| 0210302 |01 |.02

mQ™ {7697 G} |-05 161 .00 (00300 [01{.00].00FGL].08 | OF |00

76-86 19 [-07 61100 101501010100} 02101 |OF |.00

87-97 006 | -02 [.60: 00 {00100 00 .01).00}0C]|. 00 |.00 |00

inp™ 7697 G606 | ~0F [.0F :-03 | 01 §-02|-G0].03 01,02 .08 {.02 |-~02

76-86 008 1-02 (01 1-02 | 00].02 [60|-021.08|.00).02 102 |02

87-57 0.07 } .00 £01-03 [00).01 (00 ]|02).02)02(01 |02 [-04

To obtain a first and tentative iropression of the amount of seasonal

variation, Franses (1996} suggested the use of the approach advocated in Miron

1




(1994). The method amounts to the regression of the first order difference

variables on the 12 seasonal dummies

Ay, =8D,+8,D, +8,D, ... +8 1,0, 4, 5

where u; is some error process. By using R® for the regression and the
estimate of the coefficient 8;, assuming the filter A, is sufficient to remove the
stochastic trend from the time series, and that the seasonal durmies are
sufficient to describe seasonality. These assumptions may be debatable (see
6.g., Hylleberg et al 1993), therefore I follow the suggestion of Franses
(1996,b) concerning the use of a tentative model framework that can give
some indication of the amount of seasonal variation in a monthly time series.
Franses used R? and divided the sample to sub-samples and compared the

estimates of the coefficients 8.

The estimated R* value tentatively indicates the amount of variation in
time series accounted for by seasonality (see Table 5). For the three time series,
R? ranges from 6% to about 19% which indicates that the seasonality effect is
too small.  Further tentative observations from the results for the coefficients §;,
show that §; seems constant over time. So we conclude that the time series

does not have any deterministic seasonality.

The rejection of the presence of deterministic seasonal effect does not mean
there is no presence of non-stationary stochastic seasonality due to seasonal unit
roots. Itis the ‘non-stationary’ due to seasonal unit roots that raises the most
troubling statistical issues. So we first proceed with a test for the presence of
seasonal unit root.  In order to test hypotheses about various unit roots, one

estimates equation 8.1 with additional lags of yi; lags to whiten the enors.
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The equation is estimated by OLS. For a 5% significant level, the critical
value for monthly data, provided in Beaulieu and Miron (1993).  For a time
series with 240 observations, the crifical values are for ;. -2.76, for my -2.76,
for odd coefficients -3.25 and for even coefficients -1.85. The hypothesis tested
is =0, (1 consists of the coefficients m) 7y, 73, My, M5, Mg, M7,7 , Ty, Mig,

my) and, 712). (see Table,6)

Table 6: Resulis of Tests for Seasonal Unit Roots in Monthly Time Series
(1976.3-1997.5) for the log of the Variables 03 0°° pM

Variables | = 1ty 3 A e | Mg 7ty T Ty Rin Ty | Rz
10 53 |56 |00 [~2¢ 1310390 .14 |26 {-52 §-25 |36 |18
InQ%>® 4.7 5.0 [-17 | 169134 1070(-74 .-9.4 -283i1359 22 174
1P 07 1426 |2971-46 |01 1472|159 |89 |-1351933 127 |40

F-statistic for the three time series are as follows: F(23,226)= 109.37 for
Q% F((23,202)= 85.59 for Q°° and F(23,198) = 189.77 for P.  Since the
null is two dimensional, the F-statistics for the joint mull for the coefficient for
(s, ms) (7, Mg} (Mo, My0) and (731, myz) ave computed and reported in Table 7
which provide strong evidence against seasonal unit roots. The 5% critical value

for the F-test (with intercept, scasonal dummies and no trends) is 6.25.
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Table 7 ;: Resnlts of Tesis for Seasonal Unit Roots in Monthly Time Series
(1976.3-1997.5) for_the log of the Variables Q%* Q% PM Using

the F- statistic for the Joint Nuli for the Coefficients.

Variables Ffor ftsit,s | Ffor T, Mg, | Ffor o, Kya | Ffor Ty, Tpn
Q™ 761 33,80 138 9.01

Q% 6.04 78,40 18,54 3085

1np* 9.41 46.26 48.85 8.0

Table 6 and 7 present the results, applying HEGY (1990) test procedures, for

the Saudi crude oil production, production of other members of OPEC and the

market price of oil. The definition of each series is given in appendix 1. The

estimation equations include a constant, seasonal dumumies and Jags of the

dependent variable. We allow for seasonal dummies in all tests, because the loss

of power that results from inclusion when unnecessary is significant compared to

the bias that results from their omission when necessary (Franses 1996a). The

value of the coefficients and the F-test statistic are reported in Tables 6 and 7.

Lag length is determined using a test for serial correlation of residuals which is

reported in Table 8,

Table 8: Test for Serial Correlation of Residuals,

Variables LR () [p-valuel ¥ statistic [p-value]
InQ™ 06263 1.426} Fy s =(0.565 [.453]
Q% 0617 [43 FLg=.549 [459]
{np™ 1004 [316} Fuim=.895 [343]
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We generally reject seasonal unit roots at the 5% level at all seasonal
frequencies using the t-test Table (6) and compare its value with critical valne
reported by Beaulieu and Miron (1993). We reject the null hypothesis of zero for
most of the coefficients 7|, Ty 703,704,705, ,6,77, Tg, o, g, %11, a0d 7y, and we
reject the joint null for the coefficients (rmsm.g) (my, mg),(mo, Mig) and {1y, 2.
The data on Saudi production rejects unit roots less often than those for other
members of OPEC, where for Q%, they fail to reject zero coeflicients for s 7y,
T, 7, While for Q®° we fail to reject for only one coefficient ms . For P we
fail to reject zero coefficients for my, 7y 75 ®7. M.  However, they were all

rejected by the joint hypothesis test.

To summarise, for most series we reject unit voots, and there is no seres for
which we fail to reject unit roots for at least eight of the frequencies. The
strongest evidence for seasonal units is in Saudi production, and price, but even
in this case we reject more often than not at the 5% level. Generally we reject
the hypothesis of unit roots for the three time series and we proceed accepting the

hypothesis of no seasonality effect.
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9 TESTS FOR STATIONARITY AND UNIT ROOT

In this section, the time series properties of data used in the study will be
examined. The Augmented Dickey-Fuller (ADF) tests and Phillips-Perron Test
(PP) will be applied to the time series employed in the study: Q*,Q%° , P and
PM. Unit root tests with trend and without time trend using the following

equation.

»
Ay, = 8, +8,T+8,y,., + E'YiAY;--i + iy
i=l
All test equations include a constant. The Akaike information Criterion,
Schwarz Baysian Criterion, and Hannan-Quinn Criterion are used to determine
the log order for the ADF test to guarantee white noise for the disturbance of the

equations.

Table 9: Tests for Stationarity for the Time Series for the Period 1976:3-

1986:12

Variable {lag order) Without Trend Variable (Jag order) ‘With Trend

95% critical values [ -2.87PP(1) | -2.87 ADF 345 PP | -345 ADF
O™ -132 140 Q™2 239 236
o™ -131 1,77 0% -1.31 -2.29
mE™ () .23 0,43 nFsh 041 0.15
PN ' £.49 -0.89 In Py 0.23 065
™ -1.85 -1.92 ™ (0) 207 224
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Table 10; Test for Stationarity for the Time Series for the Period 1987:1-

19958
Variable (lag order) Without Trend Variable (tag order) With Trend
95% critical valoes | -2.87 PP 2287 ADF 343 PP | 345 ADF
Q™ 3) 2.16 -L10 1nQ%3) 203 248
()] 287 2.54 m0™) 2,09 263
P2 -2.99 3.08 1InPM(1 -3.11 5.16

9.1 The Dickey Fuller Test

The test statistic suggested by Dickey Fuller (1979) is used to test the nudl
hypothesis of the presence of unit root {(non-stationarity) for all the relevant
variables. The results of the ADF tests are reported m Tables 9 and 10 along
with their 95% critical values which are taken from Fuller (1976). It follows that
the null hypothesis of a unit root, for Saudi Arabia’s production and for the level
of o1l production of others, cannot be rejected for both periods. It also can not
be rejected for the Saudi Price, market price and the difference of prices for the
first period. However for the crude oil price PM (1987-1995.8) the price time
series is stationary and we reject the null hypothesis of unit root.  Almost all test
statistics were higher than the critical value, where the critical value is -2.87
without a time trend and -3 43 with a time trend, Therefore, it is concluded that
all time series included in the stndy are non-stationary in levels except price of oil
(1987-1995.8)
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9.2 Phiilips-Perron Test

When time serles contain one or more time breaks, and a break consists of one
or more changes in the level and or in the slope of the trend function, Phillips-
Perron suggested that it mught influence the test of stationarity, By taking this
into account the PP test is used in testing for the presence of unit roots in levels
of all variables included in the study and the results are reported i1 Tables 11 and
12. ¥ follows that the null hypothesis of a unit root cannot be rejected for the
level of production for Saudi Arabia, the production of other countries, and the
real price at the 5% significant level, which confirms the ADF results of the test.

Table 11: Test for the Depree of Integration 1976.3-1986.12

Variable (Jag order) Without Trend Variable (lag order) ‘With Tread

95% critical values | 289 PP [ 289 ADE 343 PP 343 ADF
AlnPH0) -11.69 -18.00 A G0y -11.69 -10.96
AInGPe0) -10.60 9.20 AO®(1) -10.60 %17
AlPS(]) -9.30 5.24 APy -9.64 £.52
AP -8.40 I7 AP -8.66 507
AlnE™h 2y ~£1.35 -4.65 Aln(E™ (2) 1135 470
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Table 12: Test for the Degree of Intepration 1987.1-1995.8

Variable (lag order) ‘Witheut Trend Variable {lag order) With Trend

95% critical values | <2.89 PP | -2.89 ADF 343 PR(H | -343 ADKRD
AmQ%2) -10.68 0692 AlnQ™) 1078 588
AlnO%(0) -12.14 -10.76 AlRO™(0) -12.20 -10.77
AlnP*1) 08.07 -07.36 AlaPM(1) 08.06 7,35

9.3 Test for Degree of Integration

Variables to be incladed in the VAR model, should all be integrated of the same
order. Since the degree of integration is the mumber of times the variable is
differentiated to induce stationanity, the ADF and PP tests are used, to test for
stationarity of the first difference:

14
A'X, =8, +8,T+8,AX, +> v, 4°X, ( +s5, 7
i=1

Where A2 Xy = A Xy - A Xoy

Both ADF and PP tests are used for comparing the computed statistics given in
Table 11 and 12.  The critical values used are from Dickey and Fuller (1981) and
Fuller (1976). The tests fimmly reject the null hypothesis of a unit root in the first
difference of the time series. Therefore, it is concluded that the time series inchided in
the two periods are integrated of order one Saudi oil production In QK1)
production of others InQ~I(1), and the ratio of prices In(P™)~1(1). The crude oil
price series for the period 1987-1995.8 is integrated of order 0, P™ ~1 (0) and is

stationary in level. So we can proceed to do the cointegration tests.
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10 THE MULTIVARIATE COINTEGRATION MODEL

Having specified the variables included in the model, the next step is to explain

how the equation should be estimated and tested.  The focus of attention ison a

. single equation, but we. canznot. ignore the concept of exogeneity. In a VAR

system all vaniables are ireated as endogenous. Which leads to the use of the p-

dimensional vector auto-regressive model with Gausian errors
X, =X+ 40X, +8D, +5, 8

The variables included in the model are Saudi oil productios, production of other
members of OPEC and price difference, all expressed in logarithm [In Q% In
Q% In(P™)]. To get the real crude oil prices, the Saudi selling price and the
market price are divided by the indices of exchange rate and inflation based
January 1972 (source DSD/Statistics Section). The form of (8) will be better
understood if we express it as a three equation model, with Maxinmm  lag of

p=2 periods. The equations takes the form
O™ = 7 00 + 7, QK+ I(B™) | + 8,005 +6,100% + 8, 1(B™) | +4,
100 =y, 0% +7, 180% + 7, (B |+, In0% +8, 0% + 8, (5] + 3,

(M) = 1y 0% + 1, 00 47 10(BS) 46,1005 + 8,007 +8,(R)  +5,
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in equation (%) the vectors X ande are given by

g %
X={InQ% |, and g, =g, 9
(™) &y,

We notice in (8) each variable in the VAR model depends on all other
variables, with exactly the same lags structare applied to each variable; in afl
equations no current valnes for any variables appear on the right-hand side of any
equation. In fact a VAR can be regarded as the reduced form of a structural

model in which no variables are exogenous,

Since the model has more than two variables, it may feature as part of
several equilibrium refationships goveming the joint evolution of the variables. It
is possible for up to (n-1) linearly independent cointegrating vectors to exist.
We can assume that there is only one cointegrating vector. In fact when there
are mote it leads to inefficiency in the sense that we can only obtain a lnear
combination of these vectors when estimating a single equation model.
However, the drawback of estimating only one equation extends beyond its
ability to validly estimate the long-run relationships between the variables, even
if there is only one cointegration relationship, estimating a single equation is
potentially inefficient. It is useful to extend the single equation to a multivariate
framework by defining a vector X = [InQ™ InQ® m(P™)] and allowing all

three variables to be potentially endogenous.

27




For testing the cointegrating relations the Johansen estimation method based
on the exTor correction representation of the vector auto-regressive (VAR) mogel
is used, as suggested by Johansen (1988,1989), and Johansen and Juselius
(1990,1992) to estimate the equilibrium refationship between the refevant

vatiables. The model is reformulated in the error-correction form,

k-1
AX, =3 T AKX, T +p+8,T+y,D, +e, 10

t=i
Where X represents the vector of Q% Q> WmP™ and AX, represent the
veotor of first differences of the three variables AInQ* AlnQ®, Aln P™M. If [ is
less than a full rank it can be written as I1 = af where B represents the
coefficients of the cointegrating vector which describes the long-run relationship
that links together the three variables, and « represents the adjustment to the
deviation from the long run path which is interpreted as the error correction

mechanism,

The hypothesis of cointegration is formulated as a reduced rank of the

matrix [ J-matrix
B, )yl =af
This hypothesis implies that AX; is stationary, X is not stationary, but B'X

is stationary (see Johansen 1991). The error correction formulation includes both

28



difference and levels in the same model allowing us to investigate both short-nm

and long-ron effects in the data.

Rank Determination: That is the number of cointegrating relations. There are
two statistics for testing the hypothesis that the cointegrating rank is at most
(r<k), using the likelihood test for Trace Siatistic. The likelihood ratio statistic
for the null hypothesis of at most r cointegrating vectors,

~21a(Q) = —Ti(lw ) 1

joiel
and the Maximal -eigenvalue of A - max Statistic as follow

-2In{Q)= ~T(1 - A, ) 12

‘The null hypothesis in the LR tests is that Any = Auz) =h, =0 The LR (N-1) do
not follow * distribution. Johansen 1989 applies some results of Brownian
motion theory and gives the critical values for the distribution of LR(N-r). The
third test is the eigenvalue of the Companion matrix. By investigating the roots
of the companion matrix, where we get the roots describing the dynamic
properties of the process. To test the null hypothesis that there are at most r

cointegrating vectors:

Hpoh =0 =12
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where we use the test for A;= A, A3 =0 when the hypothesis is accepted
one has the number of unit-roots and thereby the number of cointegrating

veotors.

Testing for unique cointegration vectors. Restriction on f3 -vector, Following

the determination of the number of cointegrating vectors and establishment of the
existence of a long-run relationship between the variables, it is necessary to
impose testrictions motivated by the economic theory to obtain unique vectors
lying within the space, then test whether the columns [ are identified. This
identification is achieved by placing linear restrictions on the parameters of the
cointegrating vector, [ coefficient , by Johansen (1992, 1994) and 1995). This
can be tested by using the likelihood ratio (LR) test

oy (1N
LR=T) In—T= 13
21 (t-2)
where A;* are the eigenvalues produced by the restricted vector, and A; are
the corresponding eigenvalues for the unrestricted estimate. The L statistics
follow an asymptotic chi-square distribution with degrees of freedom equal to

t{n-s) where n is the number of variables and s is the number of restrictions and r

is the number of vectors.
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11 TESTING THE SWING PRODUCER MODEL FOR THE PERIOD
1976-1986

The following equation would represent the cointegrating vector which describes

the long-run relationship linking together the three variables.

Q% = 5, 0% + £, In P +¢, 14

To describe the Saudi Arabian production policy for the period 1976; 3 to
1986:12, we tested the swing producer model by imposing the following

restrictions:

For a swing producer role Bs= 0, which means the difference between the
Saudi price and the market price has an influence on the Saudi output decision.
When the ratio P between P% and PM decrease (P™* < PM)  Saudi Arabia
would increase its production to lower P, When the ratio P increases (P5
>PM) Sandi Arabia would decrease its production to increase PM. B, = 0 for the
model. that is Saudi Arabia has a relationship with the production of other
members of OPEC, to prove that we have a cartel behaviour with Saudi Arabia

acting as the swing producer.
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Specification of the cointegrating VAR Model: To choose the optimal fag length
we tested down from the generat 12 lags system. The Schwarz Baysian criterion
(SBC) and the Akaike information criterion is (AIC) suggesting a different order

of VAR, We can choose 2 as the order of the VAR (see Appendix 2).

We use the Log-Likelihood ratio statistic for testing zero restrictions of the
coefficients of a subset of deterministic/ exogenous variables; for the intercept
LR test of restriction %*= 5.7365 [0.125], for the deterministic trend 1= 0.962
{6.810], and for the dummy representing the structural change %*=15.11[.002].
Therefore, the model for the period 1976-1986 has no intercept, no trend, but

has a dummy variable.

The resulis of the Johansen-Juselius cointegration tests are presented in
Table 8.11. The trace test, the frace statistic and the eigenvalue (maximum) test
indicates also the existence of one relationship, suggesting that there exist one

cointegrating relationship.
Q= £, Q7 + B, In(R™) +2,

We use the LR test of deletion of deterministic variables in the VAR, Is

used to test for the presence of intercept 1, the result is the LR test of restrictions
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%'(3)= 3.9281 {269]. Thus we reject the zero coefficients of the variables,

which indicates no presence of intercept.

Table 13 Cointegration with no Intercepts or Trends in the VAR.

Cointegration LR test based on_Maximal Eigenvalue and LR
Test based on Trace of the Stochastic Matrix. Period 1976.3-

1986.12. lags=32

Eigenvalue L~=Max Trace Hy=r Hy=p-r Critical Value

90% L-Max % Trace
24656 36.22 49.05 0 1 1902 278
088795 1560 12.83 1 2 13.98 15,75
00959 122 1.22 2 3 6,50 6.50
0050

Table 13 shows Johansen likelihood ratio statistics for determining the
number of cointegrating vectors r, using the maximal eigenvalue test (A-max test)
and the trace test, starting with the null hypothesis of zero cointegrating vector
r=0, followed by tests for r<l, and rs2. The A-max test shows that the
hypothesis of zero cointegrating vectors is rejected at the 90 % and 95 % critical
value (The source of critical values is Pesaran & Pesaran (Microfit.4, 1997) see

also Pesaran, et al (1997)). The resulis of the frace test confirm the conchision
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that there is one cointegrating relationship with respect to the three variables.
While the model selection criteria (Table 14) only SBC select one relationship.

Table 14 Cointegration with no Entercepts and no Trends in the VAR,

Choice of the Number of Cointegrating Relations using Model
Selection Criteria.

Rank Maximised L AIC SBC HOC

=0 152.55 140.55 116.16 128.86
=1 170.66 15266 122.14 139.08
r=2 17647 154,47 120,67 140.14
=3 177.08 153.08 118,88 130.17

Since we accept the existence of the relationship amongst the three
variables, we proceed to the next step of the Johansen procedures, which is the

estimation of the normalised cointegrating vector.
nQ{* = 4, Q" + A (P™) +5,
Q¥ =-144In Q% ~087( L) +¢, 15

The equation 15 shows the results from the Johansen ML estiroation for the
estimates of [1, Bz, Ba] which were obtained by normalising the corresponding
elements by the coefficient f; of Q** for the cointegrating vector. B3 close to 1
which means that any change in the ratio of the two prices would be met by 0.87
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change in production of Saudi Arabia (elasticity of supply is less than one).
We test for B3=0, the x* (1)= 23.477[.000]. We reject the null hypothesis of no
refationship between the ratio of prices and the production of Saudi Arabia.
We test for P;=0, the ¥* (1)= 32.92[.000]. We can reject the null hypothesis of
no relationship between the production of others and the production of Saudi
Arabia

It is concluded that there is a relationship between Q% and Q°° and
(P*/P") and we say that the swing producer model is applicable to Saudi
Arabia for the period (1976-1986) it is concluded that the production of Saudi
Arabia has a relation with the difference in price and with th_e supply of others.
These resnits indicate that Saudi Arabia was trying to keep the price of oil
stable and close to the official price either by increasing production when the
market price was high in order to lower prices, or by decreasing production when

the market price was low.

The estimated coefficients of errors for In Q™ o=0.009, op=001,
05001, which represents the adjustment to the deviation from the long-num
path. The values are too small, suggesting that it would take a long time for the

equation to return to i equilibrium once it had been shocked.
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12 TEST THE MARKET-SHARING MODEL FOR THE PERIOD 1987-
1996

For the second period 1987.1 to 19958 we test for the existence of the

relationship between the production of Saudi Arabia and the production of the

others and the price of oil using the following equation.
mgmz_}'zlngroo+73ln})zM+gr 16

where PM is the price of Arabian Light 34° API for the period 1987.1-1995.8 . v
differs according to the type of market share we are investigating, Partial market
share means that 0 <y, < 1 and negative, and y;#0. Constant market share y,= -
1 and nepative, and y»= 0.  With PM-I(0), we will be testing for the constant

market share

Specification of the cointegrating VAR Model: To choose the optimal lag length
we tested down from the general 12 lags system. The Schwarz Baysian criterion

(SBC) suggests a VAR of order 1, the Akaike information criterion is (AIC) of
order 2. We can choose 1 as the order of the VAR (see Appendix 2).

We use the Log-Likelibood ratio statistic for testing zero restrictions of the
coefficients of a subset of deterministic/ exogenous variables; for the intercept
LR test of restriction y>= 8.93 [0.012], for the deterministic trend = 985
[0.007], and for the dummy representing the structural change ¥?=24.54[.000].
Therefore, the model for the period 1987:1-1995:8 cannot reject the presence of

intercept, time trend and a dummy variable.

Table 15 shows the Johansen likelihood ratio statistics for determining the

number of cointegrating vectors r, using the maximal eigenvalue test (A-max test)
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and the trace test, Table 16 shows the number of cointegration relations using
model selection criteria (AIC, SBC and HQC). With the three variables Q**
and Q™. However, with P* ~I(0) as a stationary variable the cointegrating

vector includes the Saudi production and other members production.

Both the

maximum eigenvaloe and the trace static suggest =1. The hypothesis that =0 is

rejected against =1, but the hypothesis that =1 cannot be rejected against =2.

Table 15 Cointegration with Unrestricted Intercept and Unrestricted

Trend in the VAR. Cointegration LR test based on Maximai
Eigenvalue and LR test based on Trace of the Stochastic Matrix.

Period 1987.1-1995.8 lags=1

Eigenvalue L=Max Trace Hy=r Hy=Pr Critical value

$0% L-Max 90% Trace
0.12771 17.72 25.60 4] 1 16.28 21.23
(3.03942 7.88 7.88 1 2 8.75 9.75

Fable 16_Cointegration with Unrestricted infercept and Unresiricted Fend
in_the VAR, Choice of the Number of Cointegrating Relations

using Model Selection Criteria

Rank Maximised LL AIC SBC BQcC

=0 349.03 34103 330.45 336.75
r=1 157.89 346.89 332,35 341.00
=2 361.83 349,83 333.97 343 41

37




Since we accept the existence of the relationship amongst the two
variables, with the price is stationary we proceed to the next step of the Johansen

procedures which is the estimation of the normalised cointegrating vector.
Q™ = i +y, MO +e,
Q% =-726I 0% +¢, 17

The equation shows the results from the Johansen ML estimation for the
estimates of [v,] which were obtained by normalising the corresponding
elements by the coefficient y; of Q™ for the cointegrating vector. For the
production of other members the sign is negative which means that an increase in

supply of others means a decrease in the Saudi production.

To explain the model we test for hypothesis v, = | belongs to the space
spanned by the cointegrating vector [-1, 1]. This means that any change in the
production of others would be met by a change in Saudi production with
elasticity one y° (1)=144[0.704] which indicates that with stationary market

prices, the elasticity of Saudi supply in respect to the production of others is one.

The estimated coefficients of errors for In Q**, oy==0.004, 0p=.0009. Which
represent the adjustment to the deviation from the long-run path. The values are
too small sugpesting that it would take a long time for the equation to retum to its

equilibrium once it has been shocked.
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13 CONCLUSION

By dividing the sample into two periods 1976-1 986 and 1987-1995, we can test
both models for the swing producer role for the first period and for the market-
sharing role for the second pericd, We can say that the swing preducer model is
applicable fo Saudi Arabia where the Kingdom changed its production in order to
keep stable oil prices. So it increased its production when demand was high for
OPEC oil (e.g. 1978.8-1981.8) and decreased its production when the demand
was low (1983.3-1985.8). For the second period (1987-1995) where prices of
oil became market related with the number of producers in the world oil market
mcreased, Saudi Arabia acted as a market-sharing producer who was concemed

with maintaining its share in the oil market.
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ENDNOTES

' QECD Economic Qutlook and Energy Policies Program of IEA Countries.
2 OECD Economic Qutlook and Energy Policies Program of IEA Countries.
3 Source: OPEC Secretariat.

4 fnternational Crude Oil and Product Prices. July 1996, Prepared by
F. R. Parra Associates in co-operation with Middle Bast Economic Survey.
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AFPPENDIX (1)
For sezsonal integration in meonthly data, The auxiliary regression i5 augmented by lagged values of

the dependent By defining the Polynomial :
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Yo (1L + L2 L8+ L8 LK,

Yo= 12014020 D L2 L L5 L2 L L LR 2 LYK,

Yo = {3(1-& AL LA LT L L% L,

Yo =1/2 (1-L-205 L% L+ 205 L5072 L D% L% 2019,

Ym = _"‘{;E (i'?'L- LE_L-5+L5+ L?’* . Lv_ Lw'i' L")X‘.

Yo =U2 (3 LAL- Y3 L% 2053 L% L 0%5 La Lk,
Yie™ 1201-43 LHL% T L4 LA L% 3 L2 L% V3 UL
Yin = H2AF AL E I.,‘~2 L543 LE L%+ L2119,
Yz = 120103 L42L5F e LA 3 LT2n%45 L9,

Yo = (1- L‘Z)Xb

53




APPENDIX (2)

electing the Order of the VAR Model

w

1- Based on 118 observadons from 19763 to 1986.12 Orderof VAR =12

List of variables include in the unresuictsd VAR: In O™, mQ% | In(PHVPY) . with intercept,

Order | LL AlC SBC Adiusted LR test

12 23192 120.92 32.84

11 225.10 123.10 -13.20 9y 936 [404
Lo 220.44 127,44 -1.39 ' 18¥= 1376 [.609]
9 216,08 132.08 15.71 ¥ 27 21.75(750]
3 207.37 13237 28.47 (36 3371 E3TS)
7 199.11 133,11 41.67 Y 45y 45.05 1470
[ 191.81 134.81 53.84 v 54y 35.07 (434
5 184.54 136.54 70.04 ¥ 63y 65.05 (405}
4 175.01 136.01 81.58 T2y 7812 (,290]
3 170.03 140.03 93,47 ¥ 81y=  84.96.0360]
2 1560.76 139.76 11067 . | ¥%{ 90)=_ 97.69{272]
1 152.04 140.04 123.41 99 109.67(.218]
[ 54310 | -551.19 | -555.34 | ¥{ 108)=1071.00[.000]

2. Based on 104 observations from $987m1 to 198612 Cnder of VAR = 12

List of variables inciude in the unrestricted VAR: In Q% 12Q%° , and In/P™") 25 2 stationary varizble,

with intercept.

Order | LL AIC SBC Adjusted LR test

12 423.04 373.04 . | 304.29

11 422.11 374.11 310.64 | (4= 4400354
10 410.34 366.84 308.67 « By=  21.30[.006]
9 407.14 367.14 31425 ¥ 12)= 26.851008]

404.4% 36841 320.81 4 16 30.95 [014]
393.68 363.68 321.37 +}( Z0)= 44.05 [.001}
375.17 347.17 310.15 +( 24y=_74.80 [.000}
370.15 346.13 314.41 ¥ 28 82.34.0000]
366.4% 346.49 320.05 v 32 78.33(.000]
358.69 342.69 321.54 ¥ 36y= 99.52[.000]
338.06 346.06 330.20 ¥ 40F=_100.47(.000]
332.92 144.92 334,34 i 44y= 108.19[.000
125.97 | -129.97 | -135.26 | y°( 48y 826.53(.000

i D3I =1 G
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